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Abstract 

When dealing with electrocardiography (ECG) the main focus 
relies on the classification of the heart’s electric activity and 
deep learning has been proving its value over the years 
classifying the heartbeats, exhibiting great performance when 
doing so. Following these assumptions, we propose a deep 
learning model based on a ResNet architecture with 
convolutional 1D layers to classify the beats into one of the 4 
classes: normal, atrial premature contraction, premature 
ventricular contraction and others. Experimental results with 
MIT-BIH Arrhythmia Database confirmed that the model is 
able to perform well, obtaining an accuracy of 96% when using 
stochastic gradient descent (SGD) and 83% when using  
adaptive moment estimation (Adam), SGD also obtained F1-
scores over 90% for the four classes proposed. A larger dataset 
was created and tested as unforeseen data for the trained 
model, proving that new tests should be done to improve the 
accuracy of it. 
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Introduction 

Real-time monitoring has become one of the most important 
and clinically relevant tasks in medical settings, yet one of the 
most repetitive and tiresome tasks is the analysis of 24-hour 
ECG records. One of the ways to automate this long task is to 
convert this process into a real-time process with the automatic 
classification of the heart rate and with this, the classification 
of arrhythmias. 

Arrhythmias are the most common diagnoses in this medical 
area and are composed of electrical changes that cause the 
normal heart rhythm to change. These changes can cause the 
heart to beat faster (tachycardia), slower (bradycardia), or at an 
irregular beat. Arrhythmias are widely classified, and their 
classification may depend on the factors described above and, 
where they occur, ventricles or atria. These changes can even 
lead to sudden death from stroke or cause other types of damage 
because of the inability of the heart to pump enough blood into 
the body and consequently cause damage to the brain, heart, or 
other organs [1,2]. 

To this extent, the importance of monitoring systems increases 
with the extra goal of improving patient care as well as the 
speed with which such care is provided. 

Over the years, several approaches to this topic have been built. 
Going from the detection of the R-peak with high precision [3] 
to the creation of frameworks for this subject [4,5], the heart 
rhythm has been deeply studied. More recently, researchers 
have jumped from the classification of the heart beats with 

traditional methods to machine learning methods and even 
further, deep learning methods [6,7]. 

It is palpable the need to not only disclose the heart rhythm as 
tachycardia, bradycardia or irregular rhythms but to classify 
each of the beats into a defined category. Although being a 
deafening task, several works have presented great results when 
performing this task. Many researchers have spent their time 
around this subject using several methodologies as Roopa, C. 
and Harish B. [7] and Salem, A. et al [8] made notice in their 
survey. Support vector machines [9], genetic algorithms [10], 
rough set theory, and hidden markov models [11] and more 
lately neural networks [12–19], several other works mixing 
different methodologies have also been proposed [20]. 

In the second semester of 2017, Rajpurkar et al. [21] proposed 
a ResNet architecture of 34 layers to classify ECG batches of 
30 seconds. This work exceeded the performance of high 
qualified cardiologists in a dataset 500 times larger than the 
overall datasets and set the classification task a step further to 
the automated analysis. 

On the other side, researchers have also been focusing their 
efforts in patient-specific methodologies. The neural networks 
are trained individually for each patient allowing to classify 
future holters from the same patient [22,23]. Both works show 
promising outcomes and present a basis for future studies. 

We intend to propose a new deep learning model to classify 
three distinct types of heart beats (four different classes) while 
analysing differents perspectives from the related works hereby 
addressed. This paper presents an overview of the dataset used 
as well as the architecture of the deep learning model built, 
providing insights on how the model was trained, and the 
results obtained with prospects of future work to be done. The 
dataset created, from records obtained from a local hospital, 
provided new insights about the model. The results obtained for 
the MIT-BIH Arrhythmia Database were promising with the 
arrhythmia classification yielding 96% accuracy in the 
classification of each beat in each one of the four classes used. 
The same network was used in the larger dataset, being able to 
classify the arrhythmias with an accuracy of 81%. 

Materials and Methods 

Data Selection 

The MIT-BIH Arrhythmia Database presents 48 records, where 
the last 23 records became online only in 2005. The 48 records 
were chosen from a set of over 4000 long-term Holters recorded 
in the laboratories of the late Boston's Beth Israel Hospital, now 
known as Beth Israel Medical Center, between 1975 and 1979. 
The first 23 records were chosen randomly from inpatients and 
the 25 other records were chosen from the same set yet to 
contain a diversity of uncommon but clinically important 
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conditions. The two groups have different purposes since the 
first one is to serve as a representative sample of waveforms 
and artifacts which most of the arrhythmia detectors might 
encounter normally. While the second set of records presents 
more complex arrhythmias and other conduction abnormalities. 

The signals were sampled at 360Hz and recorded with a two-
channel recorder. The annotations were made based on a simple 
slope-sensitive QRS detector and by two cardiologists, who 
added additional beat labels missed by the QRS detector and 
changed all the labels of abnormal beats. Nevertheless, during 
the following years many records had their beats relabeled by 
users who reported errors in the annotations [24,25]. These 
records are composed by three files, an .hea format file, .dat 
format file and a .atr format file. 

The new dataset proposed comprises 113 records from 24-hour 
holters from a local hospital. These records were sampled at 
125Hz. This dataset presents 2172 hours of data, while the first 
dataset, comprises only 48 records with 30 minutes each 
making a total of 24 hours of data. While the first dataset, after 
some preprocessing and discarded beats ended up with 97737 
beats on all 4 classes, each record from the local hospital 
presented 100000±20000 beats (Figure 1). The created dataset 
was first analysed by the system’s software and corrected by a 
technician. Then, each signal’s classification was validated by 
a cardiologist.  

 

Figure 1 � Summary of Number of Beats of Each Class for 
Both Datasets 

Later, it was disclosed the need to perform data augmentation 
in the classes proposed. The second and third classes were 
augmented since the number of beats belonging to these classes 
were low. 

Data Treatment 

The first step to analyze an ECG record begins with the load of 
the record and posterior filtering. These two processes were 
performed with the help of the CardIO library, an open-source 
Python library which was built to create "end-to-end machine 
learning models for deep research of electrocardiograms" [4].  

The CardIO library relies in the WFDB package [26] to read 
and load files in the MIT-BIH format, this library can be 
executed via command line and also as a python library (the 
code is publicly available on Github). Using the capabilities of 
CardIO library, the signals were resampled to a frequency, of 
125Hz. Then the signal was filtered, the filtering used in this 
preprocessing was based on several works that proved to be 
efficient [27-30]. Thus, it uses a band-pass filter, a finite 
impulse response filter (FIR filter [31]) which uses a frequency 
of 0.5Hz and 60Hz, in accordance with the theoretical 
foundations, yeat the new dataset was filtered with a frequency 

of 50 Hz and not 60Hz due to the specifications of the country’s 
baseline wandering. 

Nevertheless, in order to build the final datasets for training and 
testing, after these transformations, the ECG is sliced by beats 
and labeled with the annotations available creating the datasets 
for training and testing. The annotations were carefully 
reviewed and converted accordingly to the types of arrhythmias 
that were intended to classify. Therefore, the annotations were 
converted into four classes: normal beats as 0, other rhythms as 
1, atrial premature contractions as 2 and premature ventricular 
contractions as 3, as seen in Table 1. 
Table 1 � Representation of Each Type of Beat According to 

its Class 

Type of Beat Class 

Normal beats 0 

Other Rhythms  1 

Atrial Premature Contractions  2 

Premature Ventricular Contractions 3 

The records were then split, based on the correct detection of 
the R-Peak and since it is sampled at 125Hz, it was decided to 
use a window with a size of 120 data points. 

Model 

We built a ResNet architecture (Figure 2 presents the high-level 
architecture of the network) based on Convolutional 1D layers 
for the classification task since this was the model that  

 

Figure 2 � Network Structure of the Model for the 
Classification Task. Overall the network contains 12 layers of 

convolution followed by a fully-connected layer and a 
Softmax. 

surpassed the first tests performed. Initially, it was created a 
multilayer perceptron model and a version with 2D 
convolutional layers of the current model. It takes as input a 
time-series of 120 data points that represents the beat and 
outputs its label prediction. The model is composed by an initial 
input in a BatchNormalization layer, followed by four blocks of 
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Convolution1D layers (conv1D_1, conv1D_2, conv1D_3 and 
conv1D_4) with BatchNormalization, ReLU as activation 
function and a stride of 1.  The conv1D_1, conv1D_2, 
conv1D_3 and conv1D_4 layers have a filter size of 8, 5, 3 and 
1, respectively. The model could also use a Dropout schema, 
but considering the model complexity, we believe that we could 
obtain good results with BatchNormalization. 

Evaluation Metrics 

The effectiveness of a deep learning model for classification is 
usually measured by several parameters. Four of the most 
common are i) accuracy, ii) precision, and iii) recall, as well as 
the iv) F1-score [32–34]. These parameters are based on the 
results of true positives, true negatives, false positives and false 
negatives. 

� True Positive (TP): correctly classified positive 
instances 

� True Negative (TN): correctly classified negative 
instances 

� False Positive (FP): incorrectly classified as positive 

� False Negative (FN): correctly classified as negative 

Accuracy 

The Accuracy measures the rate of True Negatives and True 
Positives on all classified instances, being generically 
represented for binary classification by Equation 1. This result 
may induce in error or can hide important details since it does 
not distinguish between the number of correct labels of 
different classes. It can be understood as the number of correct 
predictions on top of the total number of prediction. The 
problems of misclassification may arise even though the 
accuracy results are high. In the medical field, the misdiagnose 
of an unhealthy subject may cost its life. When dealing with 
multi-classification, this formula reverts to the number of well 
predicted samples in relation to the total number of samples.  

 

Precision 

Precision (Equation 2) equalizes to the rate of true positive 
instances in the correctly classified instances. 

 

Recall 

Recall or sensitivity (Equation 3) gives higher scores when a 
high number of true positives is achieved while avoiding false 
negatives, this defines the true positive rate. 

 

F1-Score 

The F1-score is another general metric that is broadly used for 
evaluating these systems, the Equation 4 combines the 
precision and recall into a single number and is seen as one of 
the most reliable metrics for evaluating machine learning 
results. 

 

Experimental Results 

The tests performed for training the model were optimized with 
SGD and Adam, both with a learning rate of 0.1. Other 
optimisers could have been used, however, we relied on SGD 
and Adam based on the related work and their broad use[35]. 
To understand the evolution of the models with the number of 
epochs, both systems were tested with 10, 25, 50, 100 and 150 
epochs, the maximum number of epochs was defined after the 
first tests, where any test over 150 epochs demonstrated that the 
model stopped learning. As seen in Figure 3, the first dataset 
was randomly sliced in 80% for training and 20% for testing, 
with the training set being further separated into train and 
validation (65/35%).  

Figure 3 � Modeling the First Dataset for Training and 
Testing the Model 

Several tests were performed for tuning the hyperparameters 
and adapting the learning rates to the behavior the model was 
exhibiting. Since this is a multi-classification task, the metrics 
for each class are calculated.  

Figure 4 presents the overall accuracy of the models with a 
different number of epochs, a batch size of 2000 beats and as 
we are dealing with multi-classification, it used the categorical 
cross-entropy as loss function. The accuracy of the model 
reached 96% for the SGD optimizer with 150 epochs 

Figure 4 � Testing Results Regarding the Accuracy of the 
Model using Stochastic Gradient Descent and Adaptive 

Moment Estimation as Optimizers. 

On the other hand, Figures 5 and 6 rely on the F1-score 
regarding the test results with the 20% of the dataset created. 

The model behaves accordingly to what was expected, 
presenting good results for classifying all the instances initially 
defined. However, it can be noticed the higher results of the 
model optimized with stochastic gradient descent. These results 
are an effect of how both these optimizers work. 

Dataset
Train (80%)

Train (65%)

Validation 
(35%)

Test (20%)
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Figure 5 � Testing Results Regarding the F1-Score of the 
Model using Stochastic Gradient Descent as Optimizer 

Figure 6 � Testing Results Regarding the F1-Score of the 
Model Using Adaptive Moment Estimation as Optimizer 

The results obtained did not present overfitting, the error was 
minimal, and the test set obtained good results both in accuracy 
and F1-score. The model was able to classify all four classes 
and these results increased with the number of epochs. 

When scrutinizing the two types of arrhythmia classified it is 
possible to disclose the reasons why atrial premature contrac-
tions (class 2) is the least accurate arrhythmia when using the 
Adam optimizer. This results can be due to the computation of 
gradients using this optimiser, as so, the gradient may reach a 
local minima but not the lowest point. In this case, it may be 
because of the small number of beats of this class on the test 
dataset. On the other side, SGD is able to find better gradients 
for the classification of all the classes. However, it can be seen 
that when the model was trained with 100 epochs it was able to 
reach better results when classifying the atrial premature 
contractions (class 2). 

After the best model was trained and evaluated, the new dataset, 
with unforeseen data for the model, was tested. These tests were 
performed record by record, where 21 records achieved more 
than 90% of accuracy. The only problem detected was when the 
model tried to predict class 2 where there was no class 2 in any 
of those records. Tacking this into account, a new model was 
trained, comprising the 11 least accurate records for training 
and the remaining 5 records with an accuracy below 30% for 
testing, we decide not to use all the records due to the lack of 
computational power. Table 2 presents the precision, recall, and 
F1-score values of the last evaluation of the new model. 

This model was able to accurately classify the arrhythmias with 
an accuracy of 81% while the F1-scores for the normal class 
(class 0) reached 89.9%, the other two classes performed 
poorly, reminding the need to perform data augmentation to 
balance the data to train the model. 

On the other hand, several limitations raised during the 
development of this project, such as, the lack of computational 
power to diminish the training time, which took over 15 hours 
for the subset of only 11 records from the second dataset as well 

as the imbalanced dataset. These issues present a hindrance in 
the success of these approaches, nevertheless it is important to 
emphasise it presents an advance in relation to typical systems 
were the annotations have to be carefully reviewed 100% of the 
time.  

Table 2 � Results Obtained for the New Dataset Based on 11 
Records from the Hospital for Training and the Five Worst 

Records from the Hospital for Testing 

Labels Precision Recall F1 Score 

Class 0 98.9% 82.3% 89.8% 

Class 1 8.8% 47% 14.9% 

Class 3 4.1% 35.3% 7.4% 

 

In comparison with the related work, namely the work 
performed by [16], where the authors performed a beat-to-beat 
classification using the MIT-BIH arrhythmia database and 
obtained an accuracy of 83.4% in classifying the signal as 
normal or abnormal (arrhythmic), we were able to outperform 
their approach in 10% while classifying into four different 
classes. 

Conclusions 

In this paper, we developed a deep learning model that was able 
to accurately classify the heartbeat into four different classes. 
Focusing on two types of arrhythmia, the results obtained for 
this classification task were promising showing that this path 
for beat classification should be further investigated and 
providing a basis for future studies. Researchers have been 
dealing with beat classification using deep learning, however, 
the results were slowly reaching 90% of accuracy and many of 
these results were based on two-dimensional layers. This paper 
presents a ResNet with one-dimensional convolutional layers 
and was able to reach over 90% of accuracy and F1-scores for 
the four classes proposed, without falling on the rabbit-hole of 
overfitting. 

A new dataset was created, having records 48 times bigger than 
the records from the MIT-BIH Arrhythmia Database. This 
allowed us to further explore these results, increasing our 
training data to create a new and better model, able to classify 
these 24-hour record accurately and also to try to balance the 
data available. Since deep learning is a methodology data-
driven, the larger the dataset, the better the results. With this in 
min, this dataset will allow us to increase the spectrum of 
classified types of arrhythmia in order to create a fully 
automatic system without neglecting the precision and the 
importance of the outcome.  
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