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Abstract
Continuous ambulatory peritoneal dialysis (CAPD) is a treatment used by patients in the end-stage of chronic kidney

diseases. Those patients need to be monitored using blood tests and those tests can present some patterns or correlations. It

could be meaningful to apply data mining (DM) to the data collected from those tests. To discover patterns from

meaningless data, it becomes crucial to use DM techniques. DM is an emerging field that is currently being used in

machine learning to train machines to later aid health professionals in their decision-making process. The classification

process can found patterns useful to understand the patients’ health development and to medically act according to such

results. Thus, this study focuses on testing a set of DM algorithms that may help in classifying the values of serum

creatinine in patients undergoing CAPD procedures. Therefore, it is intended to classify the values of serum creatinine

according to assigned quartiles. The better results obtained were highly satisfactory, reaching accuracy rate values of

approximately 95%, and low relative absolute error values.

Keywords Data mining � Knowledge extraction � Chronic kidney diseases � Continuous ambulatory peritoneal dialysis �
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1 Introduction

Chronic diseases are currently a huge obstacle in several

procedures. No matter how long the procedure lasts, if it is

a chronic disease, it is extremely probable that the patient

may require an organ transplant or, otherwise, he/she will

stay ill. In chronic kidney diseases (CKD), such setbacks

are astoundingly current [1].

Although there are presently many procedures and

treatments available, the patients do not present great odds

to have their disease cured. One of those procedures is the

continuous ambulatory peritoneal dialysis (CAPD). This

procedure is mostly used for patients in their end-stage of

CKD and it can be performed in their home settings, which

highly simplifies patients’ life [1]. Since the CAPD pro-

cedure is not a cure, patients need to be observed from time

to time, which also includes them to be monitored using

blood tests. Those blood tests are used to see patients’

evolution and monitor therapeutic outcomes and other

prognosis [2].

One of the indexes to renal function is the creatinine

levels since this waste product presents the potential to

calculate the values of glomerular filtration rate and,

therefore, it can be used to examine how functional is the

kidney [3]. The creatinine levels in end-stage renal disease

patients can be classified according to their values [4].

After the study of influential substances found in blood

samples of patients undergoing the CAPD procedure, it is
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essential to understand that those samples may introduce

new patterns in this field of work. Considering this, it is

becoming more and more crucial to introduce data mining

(DM) technologies in this medical area as methods of

knowledge extraction (KE). In short, DM is a discovering

field since almost daily a new algorithm is created to find

new patterns or to classify information, and even to create

clusters.

Therefore, the main aim of this research project is to find

the best way to predict or classify the patients’ samples,

through a classification method previously used in other

studies, but also to understand the results expected and the

results obtained. To accomplish such tasks, the Weka

software was used in which DM algorithms are already

implemented.

We can affirm that the results obtained in this paper

present a solid foundation for further investigation, reach-

ing a high performance in classifying the instances. The

tested algorithms displayed good accuracy rates, reaching

values of approximately 95%, and low relative absolute

error values, which proved that the features chosen were

the right choice. It also exemplifies that they are some

important characteristics to succeed. In the future, the

results could be implemented in a clinical decision support

system (CDSS) to help health professionals in their deci-

sion-making process.

Regarding the structure of this document, in Sect. 2, the

state of the art (‘‘Background’’) related to the research area

of this project is described. Thereafter, Sect. 3—‘‘Imple-

mentation’’—presents a description of the implementation

of the study conducted, which includes the data processing

and the algorithms. Then, Sect. 4 presents the results

achieved, and they are subsequently discussed in the same

section. In Sect. 5, the conclusion and future work con-

clude briefly this paper.

2 Background

2.1 Creatinine

Creatinine is a waste chemical molecule which is generated

from muscle metabolism. This substance is of major

importance when dealing with patients undergoing con-

tinuous ambulatory peritoneal dialysis (CAPD) treatment

and, consequently, it was an essential pivotal point for this

study [5].

Patients undertaking CAPD may present altered blood

samples. It is known that the values of serum creatinine are

highly affected by kidneys malfunction since those organs

should filter out most of the creatinine and, subsequently,

dispose it in the urine [5]. Therefore, when the values of

creatinine increase from its normal value of \ 1.0 to

10 mg/dL in the blood, it is undoubtedly a warning sign for

the malfunction of kidneys since it reflects their waste-

excretion function [6].

On the same hand, it is important to denote the role of

creatinine in the calculations of the estimated glomerular

filtration rate (eGFR). Even though GFR—the best indi-

cator to kidney function—can be measured directly by

other blood tests, serum creatinine and urea are still being

used to calculate eGFR nowadays. There is an association

of low serum creatinine corresponding to eGFR values near

the 60 mL/min/1.73 m2 threshold with the identification of

kidney diseases or even end-stage chronic kidney diseases

(CKD) [7]. This paper will focus on serum creatinine

values since those values can be used to further reveal more

information about the disease progression and, as also

above-mentioned, once its role to calculate posteriorly the

eGFR.

2.2 Data mining and machine learning

The process of predicting or finding specific patterns in a

large amount of data is known as data mining (DM). In

recent years, this process has been continuously in evolu-

tion and it is increasingly more integrated in new software.

DM and machine learning (ML) could be classified

based on the output into three different types, i.e. classes,

namely: [10, 11]

1. Supervised Learning: it uses the label in the training

process and, consequently, in the testing process. If the

label is categorical, it is called a classification problem,

but if it is continuous numbers, it corresponds to a

regression problem;

2. Unsupervised Learning: it trains without using a label,

such as clustering algorithms;

3. Semi-supervised Learning: it uses some label values in

the learning process.

The most important purpose of DM is to create models

and, thereafter, improving the way users can read data and

correctly interpret it.

The set of three classes previously mentioned (Super-

vised Learning, Unsupervised Learning, and Semi-super-

vised Learning) demonstrates that there are many possible

ways to create a model. However, the major and most

difficult step in a DM process is to create a good model, but

also to identify exactly which techniques to use [10].

Software As stated previously, data mining (DM) is cur-

rently an emerging technology. Therefore, the software

presently available are continuously improving and

increasing in number. Considering this, there is in the

market an extensive list of open-source software which can

be used to perform DM. Nonetheless, the most important
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features of any software are their outcomes, as well as the

number of algorithms available in their library. There are

several free open-source tools that can help to perform a

better DM process rather than to use directly the R lan-

guage. Weka, Orange or even RapidMiner are some of the

technologies that have been consistently updated to provide

better performance results to their users [12].

Thus, this project aims to use a software that encom-

passes a comprehensive collection of algorithms and pro-

cessing tools focusing on machine learning (ML). Weka

allows visual interaction, but also an easiness to users to try

out new algorithms and access their results. Vis-à-vis

already existing algorithms, Weka presents an ample

library with algorithms for regression, classification, clus-

tering, association rules, and attribute selection [13].

Therefore, our choice regarding which software to use was

evident.

Weka The Weka software was developed by the

University of Waikato in Hamilton, New Zealand. Initially,

this platform was just a project with the intention to allow

researchers an easier access to several techniques in

machine learning (ML). Later, the project felt the need of

developing a framework and, consequently, Weka went

from being a simple toolbox to become the complete and

complex software that it is today. Nowadays, this platform

is recognized worldwide and it is widely used to perform

DM and ML. Consequently, its documentation concerning

DM is cited frequently by scientific researchers [13].

Furthermore, nowadays, machine learning is a very

common topic in the informatics, electronics, and health

fields. Its main goal is to find patterns and then performing

tasks in generalized datasets. ML uses learning and

knowledge systems as basis, being able to perform diverse

tasks and analysis in structured and unstructured data [8].

On the other hand, ML implementation is been consid-

ered a low cost system when compared to manual pro-

gramming [9].

Nonetheless, one of the principal problems associated

with the use of ML are the few philosophical questions that

it arises. One of the most pertinent questions rely on the big

question of ‘‘What is Learning?’’. In this case, learning is

considered the sum of representation, evaluation, and

optimization. The set of those three factors is very

important since it depicts data representation, the evalua-

tion of performances, and the hypothesis of optimization of

the results [8, 9].

Knowledge extraction Machine learning is important in

the process of knowledge extraction (KE) since it uses data

mining to find patterns and rules, but also to learn from

such data. In this way, KE became a very important aspect

when dealing with Big Data—large set of structured and

unstructured data—by helping in the process of trans-

forming ‘‘nonsense’’ data into meaningful and predictive

data.

Therefore, DM should process data collected from

continuous ambulatory peritoneal dialysis (CAPD) proce-

dures to classify patients’ samples/instances since they

generate Big Data in terms of big volume, high velocity,

and different variety. The classification and prediction of

samples are designed using DM and ML algorithms. In this

study, the algorithms were implemented using the well-

known Weka tool.

2.3 Clinical decision support systems

Due to the increasing quantity of data generated in

healthcare settings, health professionals in such organisa-

tions do not have frequently enough time to analyse and act

quickly upon any discrepancy in patients’ blood test

results. Therefore, these institutions need to uncover a

solution to summarize, simplify, and improve health pro-

fessionals’ work.

In order to solve this situation, clinical decision support

systems (CDSS) are currently being developed and

implemented worldwide in healthcare settings [14, 15].

However, those systems must become intelligent by also

starting to use Artificial Intelligence (AI) and processes

such as data mining (DM) to achieve better results, as well

as to deal more effectively with the usual high demand for

health services [16–18].

This paper presents also a unique opportunity to involve

CKD indicators in clinical decision support systems as it

may help the caregivers to disclose the patients’ conditions

and give the proper treatment timely.

2.4 Related work

In recent years, a lot of research projects regarding the

prediction and classification of several indicators have been

conducted in healthcare. Currently, there is a significant

number of studies that merge data mining (DM) techniques

and chronic kidney diseases (CKD) [1, 19, 20]. Nonethe-

less, even though there is undoubtedly a lack of informa-

tion in this field merely focused on serum creatinine,

diverse research projects already undertaken can be

explored and brought to this issue.

Bala and Kumar [21] conducted a review paper focused

on DM classification techniques in kidney diseases pre-

diction, going from kidney stone to CKD, the authors

studied several DM techniques used to predict kidney

diseases in order to find the best techniques available. It

was concluded that no single classifier can produce the best

results for every dataset which proves that the DM
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techniques must be adapted to the data information avail-

able [21].

One of the most interesting studies is described in the

scientific article ‘‘Process Mining Routinely Collected

Electronic Health Records to Define Real-life Clinical

Pathways during Chemotherapy’’ [22]. The authors endorse

that it can be possible to find patterns of care and, subse-

quently, to use the information gathered to monitor how

patients are improving. The principal aim of the study was

to focus in creating a method that could be used to process

Electronic Health Records (EHR) and, thereafter, to use the

outputs from the process in order to define and classify the

patients’ improvements or deteriorations during

chemotherapy [22].

Data mining can also be used to prevent certain events

in healthcare, such as demonstrated in the scientific

manuscript ‘‘Prevent Patient Cardiac Arrhythmias by Using

Data Mining Techniques’’ [16]. This study promotes a way

to address real-time monitoring in clinical decision support

systems (CDSS) to help the healthcare provider to be more

efficient when he/she is taking care of patients. Their

results are very remarkable since a value of 95% was

reached for sensitivity by using a DM algorithm. In our

opinion, this work was very ambitious and it could became

the foundation of several other similar research projects

[16].

A study conducted by Aqlan et al. [19] is focused in

several DM techniques in order to predict CKD. The

authors tested different predictive analytics techniques,

going from Decision Trees to Artificial Neural Networks to

create a decision support tool which might help in the

diagnosis of CKD. Using the blood samples of patients, this

paper exhibits a greater performance when using Random

Trees above all the other five techniques used. Although

the results only focused in predicting the presence of CKD

or not CKD, the authors emphasize that posterior work will

focus in the five stages of CKD and their consequent

prediction.

3 Implementation

Through the realization of this study, it was mainly

intended to find data mining (DM) algorithms and a cor-

relation between several blood indicators in order to predict

the serum creatinine values in blood tests. Thus, via

knowledge extraction (KE), and more precisely DM, it was

expected to correctly classify or predict those patients’

blood indicators values.

Table 1 presents a small sample of the dataset used

before its pre-processing, which includes the following

eight blood indicators: gender, age, total calcium, chlo-

rides, creatinine, ferritin, iron, and urea. The dataset was

retrieved from the Health Information Systems (HIS) of a

Portuguese health institution—Centro Hospitalar do Porto

(CHP) and, therefore, the information used corresponds to

current real data of patients. The dataset used had 2489

rows (instances), i.e. information regarding 2489 medical

examinations of different patients.

3.1 Data processing

First, the data should be normalized. Then, the labels for

classification should be determined by dividing creatinine

values into groups for classification. The subjects’ dataset

used contains the results of blood tests of six different

substances as presented above, which includes the values

of serum creatinine, represented by ‘‘Creatinine (label)’’.

A study that classifies creatinine by its values was

found—‘‘Significance of Serum Creatinine Values in New

End-stage Renal Disease Patients’’ [4]. Nonetheless, it is

relevant to note that it uses factors in its classification such

as gender, race, and age as factors that influence the

increase or decrease of serum creatinine values [4]. On the

other hand, this classification has a range of values from

[4.6 ± 2.7 to 16.3 ± 0.2] mg/dL, and the dataset used in

this study presents a range that goes from [1.82 to 126] mg/

dL. Since these two ranges have a huge discrepancy, the

dataset could not be treated straightforwardly in its data

processing. Therefore, our process for the classification of

creatinine values involved adding a new range called

‘‘Outliers’’ since those values were not initially classified

by the study, i.e. mean creatinine values greater than

16.5 mg/dL.

The representation of the serum creatinine values by

quintile are presented in Table 2.

It is important to refer that this pre-processing of data

was performed once the initial values were not positively

exploitable through only regression and normalization.

After the first tests, it was observed that one more pre-

processing was needed on the dataset, namely oversam-

pling, which was thereafter also executed. As so, the results

presented below do use the oversampling method.

Oversampling The method of oversampling in data anal-

ysis implies adjusting the class distribution of a dataset (i.e.

the ratio between the different classes) in order to equalize

the number of the classes instances. This method is used

when there is a need for classification [23].

3.2 Algorithms

Focusing in achieving a good classification of a dataset, it

is crucial to find an algorithm (or more than one algorithm)

that have a reliable performance for the dataset in question.
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Nonetheless, it is impossible to generalize and affirm

that one specific algorithm will have a better performance

than the others since each dataset has its own algorithm that

reaches better performance values.

However, a large set of algorithms to classify is avail-

able. In this particular case study, the IBK, KStar,

REPTree, RandomTree, and RandomForest algorithms

were chosen.

3.2.1 Lazy algorithms

The lazy algorithms are used as K-nearest Neighbours

Algorithms. They store the training test until it is needed to

classify the testing test or else when a query is made to the

system [24].

This group of algorithms includes the next two algo-

rithms described, namely:

• IBK Algorithm The IBK algorithm belongs to the set of

Instance-based Classification Methods and it is, as a

Lazy Algorithm, a K-nearest Neighbours Classifier.

This classifier uses the same distance metric yet the

number of nearest neighbours is a parameter that can be

specified [24];

• KStar Algorithm The KStar algorithm follows the

same methodology as IBK yet the distance metric used

in KStar uses the concept of entropy. The classification

of KStar is done by the sum of the probabilities ‘‘from

the new instance to all of the members of a category’’

[25]. In order to fully achieve the results, this sum must

be executed in all the instances.

3.2.2 Decision tree algorithms

The decision tree algorithms are used as predictive models

that ‘‘use a set of binary rules to calculate a target value’’

[26]. This type of algorithms can be divided into two types,

namely Classification Trees and Regression Trees. The first

is applied to a dataset to create categorical datasets, the

other one is used to build continuous datasets [26].

This group of algorithms contains the next three algo-

rithms defined, i.e.:

• REPTree Algorithm Reduced Error Pruning (REP)

Tree is a classifier and a Fast Decision Tree Learning

Algorithm. It is built under the assumptions that adding

entropy to information and minimizing the error that

arises from variance culminates to the achievement of

better results. It acts upon the dataset creating several

decision trees and, in the end, the outcome is the best

tree of them all. This algorithm, as the name indicates,

prunes the tree with reduced-error, which means that

the tree is trimmed and altered in order to get better

performance results [27];

• RandomForest Algorithm The RandomForest algo-

rithm acts on the dataset to create several and different

decision trees and, thereafter, it sets the object to be

classified in each of the decision trees. In the end, the

algorithm calculates the results (total) by the evaluation

of the results of each tree [28]. This algorithm is

considered easier to use and it has a forgiving threshold

greater than the other algorithms [26];

• RandomTree Algorithm The RandomTree algorithm is

an algorithm that was created by combining the Single

Tree Model and the RandomForest algorithm. It is a

classifier that can generate many individual learners.

The general idea consists in taking the input vector,

classifying it with every tree in the forest, and,

subsequently, the output includes the class label that

contains the majority of the elements [29].

4 Results and discussion

After going through a challenging process in the search for

the right and better data mining (DM) algorithm, it was

possible to reduce the best results achieved to three

Table 1 A representation of a

small sample of the dataset

before its pre-processing

Gender Age Total Calcium Chlorides Urea Ferritin Iron Creatinine (label)

F 40 2.17 87 132 11 15 126

M 37 1.91 102 761 299 116 88

F 33 2.28 104 274 321 134 147

… … … … … … … …

Table 2 Representation of the

serum creatinine values by

quintile (Adapted from [4])

Creatinine Quintiles

Lowest Second Third Fourth Highest Outliers

Mean Creatinine (mg/dL) 4.6 ± 2.7 6.6 ± 1.4 8.3 ± 1.4 10.1 ± 2.1 16.3 ± 0.2 [ 16.5
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algorithms. Those results were obtained with the

dataset already pre-processed.

However, as stated previously, it is important to note

that after analysing the initial results, it was concluded that

the results were not good enough. Since this study involved

classification, it was necessary to perform an oversampling

on the dataset in order to reach feasible results. More

specifically, the tests were performed using a tenfold cross-

validation method, which allowed to establish an average

accuracy for the classifier.

Cross validation The cross-validation technique uses the

dataset repeatedly to train the algorithm N times and tests

1/N of the training examples. It reproduces the use of

training and test sets without the use of such methodology

[30].

Table 3 displays the results achieved with the DM

algorithms after the complete pre-processing of the dataset.

A few algorithms tested were initially put aside since the

results were not satisfactory enough to be considered.

Therefore, those algorithms are not mentioned in this

study.

As it was already referred previously in this paper, it

does not exist a specific universal algorithm that always

presents the better results for every dataset it is performed

on. Depending on the dataset, the results may differ, and a

different algorithm can reach better performance values.

After analysing the results obtained, it was possible to

realise that the REPTree does not present a good outcome

since the percentage of instances correctly identified does

not reach the standard value of approximately 95% as the

other algorithms accomplish, namely the IBK (94.89%),

KStar (94.97%), RandomForest (95.86%), and Ran-

domTree (94.89%) algorithms. This algorithm also exhibits

a relative absolute error value of more than 50% (54.59%),

which is highly disappointing.

Regarding another Decision Tree Algorithm, namely the

RandomForest algorithm, as stated above, it displays a

good accuracy value of 95.86%. However, its relative

absolute error value is greater than the other algorithms—

approximately 29.31% in comparison with 6.5% (IBK),

8.02% (KStar), and 6.37% (RandomTree). Although its

result regarding the correctly classified instances is greater

than any other algorithm, its relative absolute error value is

undoubtedly an issue.

Concerning the RandomTree algorithm, another Deci-

sion Tree Algorithm, the results achieved were the better

achieved with this study since its accuracy is of 94.89%

and its relative absolute error value of 6.37%. Those values

are better than the obtained from the lazy algorithms.

Both lazy algorithms, namely IBK and KStar, had sim-

ilar outcomes, since they reached values of approximately

95% for correctly classified instances. Nevertheless,

regarding the relative absolute error values, IBK achieved a

value of 6.5% and KStar of 8.02%. Therefore, those values

demonstrate that these results are also very satisfactory

even though they were slightly better for the RandomTree

algorithm.

For a better visualization of the outcomes achieved, two

charts were built in order to compare the algorithms used to

conduct this study. The algorithms were grouped by their

type, i.e. lazy algorithms or decision tree algorithms.

Figure 1 represents both lazy algorithms, namely IBK

and KStar.

Figure 2 represents the comparison between the three

decision tree algorithms, specifically REPTree, Ran-

domForest, and Random Tree.

5 Conclusion and future work

Finally, this study had the aim to analyse, understand, and

prove how an initially large amount of insignificant clinical

data to an Engineer can become extremely useful and

approachable to be used in a clinical decision support

system (CDSS) to assist health professionals in their

decision-making process.

Therefore, several data mining (DM) algorithms were

performed on a subjects’ dataset that contained the results

of blood tests of six substances, which included the values

of serum creatinine. After the results were obtained, it was

possible to analyse them and, thereafter, to conclude that

Table 3 Results from the classification of the dataset using the Weka software

Algorithms Correctly classified instances TP rate FP rate Precision F-measure ROC area Relative absolute error

IBK 0.9489 0.949 0.013 0.949 0.949 0.944 0.065

KStar 0.9497 0.95 0.013 0.95 0.95 0.996 0.0802

REPTree 0.647 0.647 0.1 0.642 0.644 0.901 0.5459

RandomForest 0.9586 0.959 0.021 0.959 0.959 0.995 0.2931

RandomTree 0.9489 0.949 0.087 0.949 0.949 0.968 0.0637

1274 Wireless Networks (2022) 28:1269–1277

123



the algorithms chosen had a reliable performance except

for the REPTree and RandomForest algorithms.

Reaching accuracy values that go from 94.89 to 94.97%,

the other three algorithms used, i.e. IBK, KStar, and Ran-

dom Tree, exhibited a prominent level of accuracy, and low

values of relative absolute error, and it is therefore con-

ceivable to conclude that those algorithms could be applied

in a larger dataset with the same features in order to be

used in the future in a CDSS where efficiency and scala-

bility should also be tested. Applying machine learning

(ML) to this type of information adds value to the system

and promotes a better efficiency between health

professionals.

Thus, it was possible to accomplish the proposed main

goals and to understand how data can be handled to reach

results in which it is possible to classify the values of serum

creatinine.

As future work, the dataset could be handled differently.

For instance, it could be used for regression rather than

classification, which could enable the prediction of the true

values of serum creatinine of patients and, subsequently,

inferring about their improvements more directly. Addi-

tionally, it could also include the combination of the better

algorithms obtained rather than using them separately in

order to potentially obtain better results. Furthermore, this

potential new study could provide some insights regarding

their comparison. Finally, the results obtained could be

potentially added and used in a real-life CDSS in health-

care settings in order to aid healthcare providers in their

tasks.
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