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Figure 1. Machine learning pipeline and attacks defined within our security and threat model.
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Limitations Challenges
« Untrusted third-party infrastructures * ML datasets and models are stored and processed in

» Common cryptographic schemes impose impractical overheads ~ plaintext o
» TEEs’ performance decreases with the increase of computations, * Reducing the code base running inside enclaves

/O operations and, the trusted computing base (TCB) » Reducing the number of operations to be performed
inside the enclave
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Design Goal Results

Kmeans

* Based on a large scale and
distributed ML framework — Apache
Spark’s MLIib — and Intel’s SGX

Design an end-to-end

* Novel design based on the privacy-preserving and
partitioning of the code base distributed machine
learning framework

» Statistical functions (e.g., confidence
results) are decoupled to run outside
the enclaves

* Lower TCB and performance

* Private large scale

overhead Figure 3. Execution time for each algorithm with Huge workload.
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TwoFold DESlgn and data analysis * SML-2 surpasses similar state-of-the-
art solutions
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Clients should trust » SML-2 offers similar security
guarantees when compared to SML-1

third-party while outperforming it
infrastructures while e Performance overhead ranges from
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sensitive information * Focus on white-box access attacks

» Increase security measures with focus
on ORAM and Ditferential Privacy

* Real data use cases with a focus on
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Figure 2. Architecture design of the proposed solution.
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