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Data is Everywhere
Everything is Data




Do you accept the terms and conditions?



When you accept all the
Terms and conditions:

The company who doesn't
want you to read it:

Me who didn't read it:

- W




But what about my privacy?



What is private data?

Private Data:

« Name

Address
Financial Status
Health Records

Other Collectors:

* Browsers
e Social Networks
e (Games

Big Collectors:

* Hospitals
* Banks
 Finances

* Biocenters



Do you allow us to collect your data?






So, how about we do all of this in a private
way?



The real problem?

Large amounts of sensitive data generated.
Use of Al techniques to extract valuable insights.

Regulations to avoid the misuse of sensitive data.
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Why does ML comes in the picture?

“A computer program is said to learn
from experience E with respect to
some task T and some performance
measure P, if its performance on T, as
measured by P, improves with
experience E.”

THIS 1S YOUR MACHINE LEARNING SYSTEM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLERS ON THE OTHER SIDE.

WHAT IF THE ANSWERS ARE LRONG? )

JUST STIR THE PILE DNTIL
THEY START (OOKING RIGHT.
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The ML Workflow

Trusted Site Untrusted Site

Model

Data Source Data Treatment Training Dataset 0O Trained Model Inference
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. Model Inversion
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New Limitations and Challenges

ML datasets and models are stored and processed in plaintext.
Large amounts of data to be processed and heavy computation.
Common cryptographic schemes impose impractical overheads.
Lack of local infrastructures.
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Solutions

1. Outsource computation to third-party infrastructures.
2. Provide secure environments.
3. Allow the private collaboration between all the entities.
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Soteria: Preserving Privacy in Distributed Machine
Learning (SAC’23)

Allows the outsourcing of computation.
Provides secure environments for the outsourced computation.
Redefines which computation needs to be kept private.
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Work in Progress: Privacy-Preserving Framework
for Genomic-Wide Association Studies

« Allows the outsourcing of genomic computation.

* Provides secure distributed environments for the computation of
the genome.

 Promotes the collaboration between entities.

L 3
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") DNA Samples

Encrypted
data

outsourcing
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Promoting sustainable and personalised travel behaviours
while preserving data privacy (TRA2022)

v Assessing GHG
emissions from
transport modes

Explore

v Improving data
experience with

real-time access 148
Your security Trafic in my City
v Privacy-preserving straight P
data by not uploading it to the point.
to centralised servers Py mecsses cr opped o comply i I | | | il h espouo
(leveraged by Al
approach)

v Local incentives to
reduce GHGs

franchet.ai




Other Research Works



MCC - MedCloudCare

= Q@+ 9@ @

Stack Scroll  Zoom Pan Reset CINE More v

743605f772ef469165ebf3200498
c6701f475eaa47a0c4d14064c61c
549d787b

|
Img: 400 40
440 x 440
Thick: 1.00 mm

Available Models (1):
Invalid date Invalid date clara-pt-spleen-ct-segmentation v

Body Part Examined:

Model Information

Algorithm
lara-pt-spleen-ct- ntati

N clara-pt-spleen-ct-segmentation
Task Segmentation

Spleen

A pre-trained model for volumetric (3D)
segmentation of the spleen from CT

Zoom: 1179 image.
W:653 L:-119

Uncompressed This model was trained using the UNet
architecture [1].

t UNet
SlidingWindowInferer

AddChanneld,
AsDiscreted,
LoadImaged,
ScaleIntensityRanged,
Spacingd,

ToNumpyd,

ToTensord,

monailabel. . BoundingBoxd, Restored

n monailabel.inter i mport run_transforms

t torch

SegmentationSpleen(InferTask):

This provides Inference for pre-trained spleen segmentation (UNet) model over MSD Dat3

£ _init_(

InferType.SEGMENTATION,
labels=[" n
description="A pre-trained model for volumetric (3D) segmentation of the spleen fi

description=description,

Medical platform for
visualizing and analyzing
DICOM images by resorting
to machine learning
algorithms.

+ Upload pre-trained model files main.py

network

£ run(self, input_data):
data 1¥ ing(input_data)

inferer = SlidingWindowInferer(roi_size=[

device
device = "cuda"

network = .get_m ork(device)
f network:
inputs = data["image"]
inputs = inputs if torch inputs) e torch. from_nus
inputs = inputs[None]
f device == "cuda”:
inputs = inputs.cuda()
th torch ad()
outputs = inferer(inputs, network)
f device == "cuda
torch.
outputs = outputs(:
data["pred”] = outputs

data = run_transforms(data, inferer, log prefix="INF", log name-"Inferer")

output_data = self g(data)
re output_data
f post_processing(self, data):

transforms = [
Activationsd(keys="pred", softmax=True),



Generation of Medical Images with Deep
Learning

Generation of medical
images with high resolution
to increase the medical data

used for developing new
models of diagnosis.
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PRISMA

gv(_—B{ DL Framework ]
) T x

Filenames @ Consumer 1 Consumer j
List Prisma.read(filename_1) v Prisma.read(filename_n)
filename_1
filename_2
filename_m Autotuner Storage optimizations
) filename_1 | content_1 .
A algorithm: . for Deep Learning
set_n_threads(); filename_2 | content 2
@ set_buffer_size(); Wor kloads .
filename_n | content n
@ Producer 1 Producer k
pread(filename_1) pread(filename_n)

F File System %
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Questions?

If you have any questions send an e-mail to:
claudia.v.brito@inesctec.pt
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